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SPX Controls Requirements

B The entire SPX system must be thoroughly integrated with the existing APS
storage ring controls, timing, and diagnostics. Since any instability in the
operation of the SPX cavities will impact all APS users, thorough
Instrumentation and diagnostics will be required to detect any operational
abnormalities. The primary responsibilities for SPX controls are as follows:

— Provide remote monitoring and control to all SPX subsystems consistent with
APS standards and existing OAG tools

— Provide the necessary interfaces between the SPX and other APS systems as
required by the SPX needs (e.g. RTFB, MPS, Event System, etc.)

— Provide a real-time data processing environment for the SPX control algorithms to
ensure they can be executed at the necessary rate (TBD)

— Provide thorough diagnostic information and tools to assist in quick determination

of SPX performance and post-mortem fault analysis (required for maintaining high
availability).
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SPX Controls
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. thorough diagnostic information for quick detection of abnormal operation...




Capturing Details of Interfaces Between Subsystems

B Web-based matrix for initial collection (convenient editing and perusing)
B Formal ICDs for final design

SPX Interface Matrix

Initials indicate a known interface between the two subsystems. Mouse-click the cell to add/delete your initials or enter interface details.
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Capturing Real-time Processing Requirements

B Identify end-to-end functions
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Evolving Concept of Hardware Partitioning ...
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Overlay Functions with Hardware Partitioning...
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B Map functions to hardware components

B [dentify data that must be passed between components

B Result = subsystem requirements + interface requirements



SPX Controls R & D

B Support R&D Activities of LLRF, Timing, and Synchronization
— Lab tests, Test Stands, In-tunnel test

B Support R&D Activities of other Major Subsystems
— Test Stands, In-tunnel test

B Demonstrate Intersystem Communication Requirements
— Previous slide illustrated ~12 interfaces to other systems
— Ensure all are feasible, what is the best architecture?

B Evaluate Platforms & Tools, Identify Necessary Enhancements

— Research best platform for real-time processing requirements
« Cardcage/backplane, etc.
* FPGAs, DSPs, Multiple-cores, a combination, etc.
— Assemble details for data-processing, control loops, fast history, statistics, out-of-
band detection, ...

— Identify required tools, either existing or new
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SPX Controls R & D

B Support R&D Activities of LLRF, Timing,
and Synchronization (Arnold)

— Includes lab tests, Test Stands, SPX-0

* Ongoing gathering of requirements for SPX-0
and final system

* Matlab / Octave libraries to read data files

* Manage electronic logbook for SPX LLRF /
Timing / Controls

* LLRF4 support
— Get LBL software tools running here

— Extend EPICS support for the LLRF4
Controller

SPX Workshop, July 18-20, 2011
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EPICS areaDetector Architecture

Layer 6
EPICS CA clients | Channel Access Clients (medm, IDL, Imaged, SPEC, etc.)
Y
Laysr 5 — » - ——
Standard ADBase »oxDriver NDPIluginBase NDPIluginxXxX.
EPICS records template template template template
L 4 — -.:':'L":-;-!*.--:'Z".": —— C++ Baze classes
E?’Tgrs ey Standard asyn device support (M Dfﬂ‘;@%
evice [ — * . . asynPortDriver,
subport | (device-independent) asynNDAray Driver,
PP : - _ A00rver,
| T . NOFluginDriver)
—— Fil
Layer 3 = ile /
Plug-ins StdArrays ColorConvert ROI (netCDF, TIFF,
JPEG, HDF)

Layer 2 Dri:fer “
Device drivers _

I «<—— Channel access

. «——» Record/device support
Layer 1 Vendfr API «—— asynint32, Floats4, Octet
Hardware API ] «———» asymOCKArray
Courtesy of Mark Rivers Hardware asynGenericPointer (NDArray)

University of Chicago «— C library calls

http://cars9.uchicago.edu/software/epics/areaDetector.html



Processing Data from the LLRF4 Controller
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SPX Controls R & D

B Support R&D Activities of other Major Subsystems (DiMonte, Stevens, Shoaf)
— Test Stands, In-tunnel test (SPX-0)

 Build portable control system for Test Stands

» Write EPICS device support for numerous instruments to be used
— Agilent 52330A, frequency counter with 6GHz input option
— Rohde & Schwarz SMA100A, signal generator, 6GHz
— CP&Il model VZS/C-6963J2, 300W Traveling Wave Tube (TWT) amplifier
— Agilent N1914A, Power Meter
— Boonton 4500A, Peak Power Meter Analyzer
— Stanford Research Systems SR850, Lock-In Amplifier

— Agilent 8665B, Signal generator.

* Provide interface to subsystems for SPX-0
— Includes some PLC work
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Availability

B Just "How" does one design in "high availability"?

B Good topic for Working Group discussions

SPX Workshop, July 18-20, 2011



The ILC Control System
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There are multiple roles for the Control System...




The ILC Control System

Particle Accelerator Conference, Albuquerque, 2007

Not just redundancy... 3. Carwardine et. al.

Aulgejreny

...but also sound design principles, methodology, QA

12. Automatic failover
11. Manual failover

10. Hot swap hardware

9. Application design

8. Development methodology (testing, standards, patterns)
7. Adaptable machine control

6. Monitoring (resource monitoring)

5. Configuration management (CVS, deployment)

4. COTS redundancy (switches, routers, NFS, disks, database, etc.)

3. Disk volume management

2. System backup policy

1. Good system admin practices COMEUITNE -GS Y121, laUi

the principles apply broadly
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